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Introduction

During my internship, I dealt with the glass transition, an important problem because the glassy state exists
everywhere in the matter but there is no theory universally accepted about this state. On the technical aspect, the
difficulties come from the phase transition in presence of disorder and the multiplicity of metastable states.

Many statistical mechanics models are exactly solvable in infinite spatial dimensions. The exact solution has a
mean field structure, and a systematic 1/d expansion around this solution can be obtained in the form of a high
temperature/low density expansion. Examples are the Ising model of magnetic materials, which is described by the
Curie-Weiss mean field theory for d = oo, and a hard sphere liquid, which is described by the Van der Waals equation
of state.

For the glass transition problem, this strategy can be applied to a prototypical glass former, namely hard spheres.
The phase diagram turns out to be similar to the one of a class of spin glass models (p-spin and Potts glasses), thus
confirming the general picture of the Random First Order Transition theory of the glass transition.

The striking difference with respect to ordinary phase transitions is that the glass phase is not a unique phase (like,
e.g. a crystal). In the glassy region of the phase diagram, multiple distinct glass states appear, each characterized by
different thermodynamic properties (e.g. a different equation of state). The glassy phase diagram is thus extremely
complex and characterized by several distinct phase transitions.

The natural question once the d = oo solution has been constructed, is to include finite dimensional corrections
in a controlled way. Our approach consists of including quantitative finite dimensional corrections by perturbations,
using the theory of liquids and the replica method explained in the first section. In fact, in d = oo typically only a few
diagrams of the high temperature/low density expansion are relevant. In finite dimensions, instead, all the diagrams of
the expansion contribute. Including a certain number (or even an infinite class) of diagrams typically does not change
the qualitative phase diagram of the system, which remains the same as in d = oo, but changes the quantitative results
for all the physical quantities (e.g. the transition temperature/density, or the specific heat). Away from the critical
region around a phase transition, the inclusion of a few diagrams gives already quite good results for the Ising model.
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For particle systems, resummation of classes of diagrams are needed, leading to the successful approximations schemes
of standard liquid theory, like the Hypernetted Chain (HNC) or Percus-Yevick (PY) approximations.

The calculation of the phase diagram is thus possible in the approach we developed at all dimensions whereas the
previous approaches only gave some parts of the diagram. The main calculation of the important transition point of
phase diagram is done in the second section after the perturbative derivation. The previous approaches are coherent
with our approach as shown in the begining of section 3. At the end of the third section, the numerical results of
equations derived in the second one will be presented. Finally, in section 4, the derivation of the non-ergodicity factor
will be done in our approach, which could not be done in the previous approaches.

1 Some generalities about liquids and glasses

In this section, I will present some results and derivations needed all along my internship about, first, the theory
of liquids and secondly, about the glass transition, its phase diagram and the useful replica method.

1.1 Theory of liquids

1.1.1 Some definitions

We consider the liquid as an ensemble of N molecules of size 0 = 1 which interact with a potential v(r) in an
external field ¥(r). This potential can be described by different models more or less sophisticated : hard-sphere,
square-well, Yukawa, Lennard-Jones potentials for example. We will consider, for this section, a general form of v(r)
and next, we will be interested only in the simplest one : the hard-sphere potential

o r<o
vas(r) = {0 oo (1.1.1)

The partition function can be written in the grand-canonical ensemble as
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(1.1.2)

We define the n-point correlation functions, also called the n particle densities, as
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and the pair correlation
gg\’;)(rl, vy Tn) = p_npg\?)(rl, ey ), hg\’;)(rl, vy Tn) = 95\7)(7‘1, vy Tn) — 1 (1.1.4)

In the following we mostly use pg\})(rl) = p1 = p(r), pg\?) (ri,rm3) = p12 = pg)(r), gg\?) (r1,72) = g12 = g(r) and

hs\%) (drl, r2) = h1z = h(r). The density of the liquid will be denoted p = (p(r)) and the packing fraction ¢ = Vy(3)p =
T2

2“11“(%,11)
We can finally define the structure factor as S(k) = (%p(k)p(—k)) = 1+ p [drh(r)e~"*" which is the pair

correlation’s Fourier transform.

, where V;(R) is the volume of the d-dimension hypersphere of radius R.

1.1.2 The partition function

The derivation of the partition function, from a diagrammatic way, is well done in [HMT6, [Jac13]. Some steps of
this derivation are reproduced here for a better comprehension of the result and the different approximations. We use
a handy notation : f dri = f dl, F(ry,r9) = Fio for all functions and for the diagrams, we consider a white node o as
a constant equal to 1 without integration, a black node e as fdlzl such that z; = e##=¥1) = ¢ and a line — as
fia = e P12 —1 = e®12 — 1, the Mayer function. Writing only the contribution with 0, 1, 2 and 3 nodes, the partition
function reduces as,

N
Z[u,w]:%/dl...dNHziHﬂJrfU):1+.+. eto ot 0t et et et (1.1.5)

i=1 i<

The logarithm of Z, the only function we need to calculate the entropy, reduces to the connected diagrams. We
get at the order 3 in f,

logZ[u,w]:1+0+H+A+A+I_I+N+(9(f4) (1.1.6)



We introduce then a first Legendre transformation as

dlogZ
61/1

Ti[p,w] =log Z[v™, w] — /dlyfpl, =m (1.1.7)

*
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Taking the functional derivative of log Z with respect to z1, i.e. replacing one black node by a white node, we get

_dlog Z[y,w] A
_le_ZI(1+m+&+@,+d&+n+ﬁ+g\f+‘j§:+oq )) (1.1.8)
Taking the logarithm of this expression, i.e. only the diagrams whose the black node chain is connected, we get

=logp1 —oe— Lo - A -1 I-Xo+00" (1.1.9)

Now, we change the variable z, from the equation (1.1.8). The black nodes represent now p[v] and white nodes a
constant equal to 1.

* 5F )
vt :_$ = logp1 — e — A+ O(f") (1.1.10)
1
By integrating, we get then
T [p, w] :/d1p1(1—1ogp1)+H+A+tI+I§I+m+... :/d1p1(1—1ogp1)+rﬁp,w] (1.1.11)

This is the so-called Virial expansion of the liquid theory where f d1p1(1—1log p1) corresponds to the ideal gas. The
only diagrams of p nodes and f lines are connected one particle irreducible diagrams. We will perform now a second
Legendre transformation

Iy [p7 ’UJ]
owiy

_1 2

P12
T2
wiy

alp. o) = Tilpw’] - 5 [ did2uizef?, (11.12)

The two point correlation, using previous rules and the fact that the division by p replaces a black node by a white
one, is given by
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Taking the logarithm, we get

wiz = log(1 +hi2) = Lo~ T T-T2 - K - 82 + 0(s*) (1.1.14)

Now, to perform the Legendre transformation, we replace the lines of f by lines of h using the equation (|1.1.13]),

we get
= fa £t TP N B R A TT B I B0 B0
o _ 0Tafp,pP] 2 4To[p, p®?)]
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By integrating, we get then the Morita and Hiroike functional,
1 5
Ds[p, p”] = /dlm(l —logp1) + 5 /d1d2mpz[hu — (L4 hi2) -log(1+ hi2)] + A, - T3+ P+ 0(0") (1.1.17)

1
a[p, p®) = /dlpl(l —logp1) + 5 /dldelm[hlz — (1+ ha2) - log(1 + ha2)]

(1.1.18)
+ & I:I + Q + {other ring diagrams} + {2PI diagrams}

1.1.3 The direct correlation function c(r)

We can also get by definition, the direct correlation from the Virial expansion,

612:661;11552 = fe+ X+ T+ R+ 2+ R+ 0”) (1.1.19)

From the equations (1.1.15) and (1.1.16)), we get

wiy = log(l + hi2) — hia + c12 + {a class of diagrams} (1.1.20)

This equation can be solved iteratively .We get at the first order

o(r) = h(r) — p/dr’h(r —Yelr’) = hik) = % (1.1.21)

which is the so-called Ornstein-Zernike equation, which says that h — ¢ is the convolution of ¢ with ph. At the next
orders,

Cl2 =G0—0C90+Ccee0—0ceee0+.. (1,1.22)



1.1.4 The Hyper-Netted-Chain (HNC) approximation

The HNC approximation consists in removing all two particle irreducible diagrams. From this, we get the HNC
equation

() = "D 1 [h(r) - o(r)]] (1.1.23)

from the w* equation, removing the class of diagrams. From the equation of 'y, we get the expression of the entropy
1 1 1 1

Slp,h] = i log Z[v, w] = er[p’ w] = NFQ[p, h] + N /d1d2w12p1p2(1 + hi2) (1.1.24)

Slogl =y [ dror)(1 = towp(n)] = 515 [ dridrap(rp(ra)g(rs,r2)lloggry,ra) + Bu(rs,r2) — 1] + 1}

o (1.1.25)
Jr% (=1) Tre[ph]™

n>3

where T'r,[ph]™ is nothing else that the n side ring diagram.

1.1.5 The Percus-Yevick (PY) approximation

The Percus-Yevick approwimation consists to consider that |c — h| is small in the HNC approximation, we get thus

c(r)=[1—e D] 14+ h(r)] = c(r) = e - [+ h(r) — c(r)] = 1 = [h(r) — c(r)] (1.1.26)

This approximation is better than the HNC approximation for the pair correlation but worse for the entropy which
is obtained using the equation (|1.1.29) for the Percus-Yevick pair correlation.

1.1.6 The Carnahan-Starling (CS) approximation

In this approximation, we consider only the first three terms of the Virial expansion to calculate the entropy

therefore. The reduced pressure is
_ 1-A
p=1+2""0g(1,0), g(1,¢) = ﬁ (1.1.27)
where ¢ is the packing fraction and A, is defined in terms of the second (b) and third (Bj) Virial terms defined in
[SMSS9]
_ o ga1Bs Bz _ r(1+9) 11-d31
Ad—d*Q bT, bT— |: *W 2F1 5,?,5,1 (1128)

where o F is the hypergeometric function. Some other values of A, are obtained in [CIPZ11] by numerical simulations
of the equation of state. From this we can easily get the entropy as
S

7
p= fgo% and S(p=0)~1—logp= S(p)=1—logp— 2‘171/ de'g(1,¢") (1.1.29)
0

where S(¢ = 0) is the ideal gas behaviour. We get thus

d—1
5(0) =1 ogp — e { o (-9~ 1wl D]+ - -1 (1.1:30)

This particular factorization will be useful for a numerical evaluation of the entropy for small ¢. From this particular
value of g(1), a new approximation can be derived for g(r) in the special case of dimension 3 (Sec. , but no
generalization exists for other dimensions.

1.1.7 The Verlet-Weis (VW) approximation

This approximation consists to fit as well as possible the pair correlation obtained by computer "experiments"
modifying the Percus-Yevick solution, done in [VWT72, [HMT76]. The solution is taken to have gyw (1) = gos(1) given
by (1.1.27) and to give a phase shift such that

gvw (r,¢) = gpy (§r, @) + dg(r)

1.1.31
og(r) = (srl cos[a(r — 1)]e "1 ( )

(£)"" 601 = gos(1) — gy (€) and o = 2021
o y 1 CS PY o gpy (1)

to achieve a minimum in the absolute difference between the exact function and gpy, d¢g; to fit the Carnahan-Starling
equation and « to obtain the correct isothermal compressibility. This result fits the exact computer-generated function
with an error less than 1% for all .

with in dimension 3, the parameters ¢* = ¢ — “1’%, &= " is chosen

1/d
We try to generalize this, with the same form of g and new values for o = ﬁii(l) and £ = (%) , which is

coherent with the d = 3 solution. The behaviour of this solution seems to be good but it is maybe unexact.



1.2 Generalities about glasses

The glassy state of matter is omnipresent in daily life. It is obtained by cooling a liquid with a fast quench under
the glass temperature T, defined as the temperature where the relaxation time and thus the viscosity exceeds any
reasonable human timescales. T} is defined from the viscosity n(T,) ~ 10'? Pa.s or the relaxation time 7, (7},) ~ 100s.
To have this state of the matter, out-of-equilibrium, the crystal must not be formed, in fact, during a fast quench, the
nucleation of the crystal is not thermodynamically favorable. Below T}, due to the viscosity, any nucleation is stopped.
The glass is a frozen liquid and thus conserves its static properties, like e.g. the pair correlation g(r).

1.2.1 The relaxation time

With the notations of section [I.I] we can define the
mean-square displacement A and the diffusivity D of the
liquid as

As explained in [BB11l[Cav09], the relaxation of a glass
happens in two steps :

1. arelaxation 8 fast which relaxes the ballistic regime

to a localized regime where A reaches a plateau
(D =0),

2. a relaxation « slow which relaxes the localized
regime to a diffusive regime.

For a liquid, there is only a fast relaxation from a bal-
listic regime to a diffusive regime. The relaxation time of
« is characteristic of a glass and large compare to the daily
timescale.

The relaxation time 7, of the glass can be fitted by
different kind of laws as function of the temperature.

A strong glass-former (e.g. SiOz, GeOs) has the relax-
ation time which follows a purely Arrhenius law

B
To = To€”

(1.2.2)

A fragile glass-former (e.g. toluene, o-therphenyl) has a
relaxation time which follows a super-Arrhenius behaviour
characterized by a Vogel-Fulcher-Tamman law

DT,
To =TSP\ T
g9

This behaviour can be also fitted by a double Arrhe-
nius law, with different parameters, into the two domains
T<Tyand T ~Tj.

Some other laws can exist, the Béssler law

()

or another law replacing 1/T by 1/T—1/T,,, in the Béssler
law to have a divergence at T' # 0.

(1.2.3)

(1.2.4)

Ta = T0 €XP
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FIGURE 1 — Mean-square displacement of individual par-
ticles of a glass-forming liquid for different temperature
(Figure from [BB11]).

FIGURE 2 — The two-steps relaxation in the scattering
function Fs(g,t). The behaviour is exponential at high
temperature (Figure from [Cav09]).

lag {niscosity in P)
Ing (vircesity in Pa )

FIGURE 3 — Logarithm of the viscosity vs. the inverse tem-
perature T, /T, which represents the behaviour of relax-
ation time of liquids close to the glass transition (Figure
from [Cav09)]).



1.2.2 The phase diagram of glasses

As explained in [MP09, [PZ10], the phase diagram of a glass has many important domains separated by precise
points, which will interest us all along the next sections. This study can be done by decreasing the temperature or
increasing the pressure or the density (or the packing fraction). For a best view of this, the figure |4 is drawn as
the inverse of the pressure versus the packing fraction but for a better comprehension, the explanation will be done
by decreasing the temperature because many phenomena are better understood at fixed temperature than at fixed
density.

T netastable solid

liquid/solid transition Psp "

\ ®m

g~

FCC crystal
/

glassy states @
JPK ,
supercooled liquid AT .
(metastable) DX

Pth YGCP Ye

liquid

- ideal glass ,'/

FIGURE 4 — Phase diagram of glasses in the representation of the inverse of the pressure (or the temperature) versus
the packing fraction. In the little circles, the free energy behaviour is represented with L corresponding to the liquid
state and C to the crystal state.

We suppose that we start from a temperature higher than the spinodal temperature 7%, of the solid, to be in
a liquid configuration. While T' > T, the free energy has only one minimum and corresponds to the liquid state.
Between T, and T, the freezing temperature, the free energy looses that convexity and a second minimum appears,
which corresponds to the crystal state, with a bigger free energy than the first minimum, which corresponds to the
liquid state.

When T' = T}, the two minima of the free energy have the same value and thus a first order phase transition
happens. If the quench of temperature is fast enough, the liquid does not crystallize at T'= T (and does not follow
the Maxwell construction of free energy) and so becomes a supercooled liquid which follows the prolongation of the free
energy expression. If the spinodal temperature of the liquid is small enough, the supercooled liquid will not crystallize
before the glass transition.

Between Ty and Ty, the dynamical temperature, the free energy has two minima with a global one, which corre-
sponds to the crystal state.

At T = T4, the dynamical transition happens, the liquid minimum divides into an exponentially large number
of minima, each one corresponding to a glassy state. The configurational entropy, or complexity, is defined as the
logarithm of this number of minima, which corresponds to the number of glassy states. At this step, the dynamical
correlation diverges and the first glassy state can appear. If the supercooled liquid transforms into a glass and follows
the glass line, the pressure diverges at the jammed state y, corresponding to Ty, called the threshold packing fraction.

If the cooling is slow enough, the glass transition can happen between T,; and Tk, the Kauzmann temperature. The
value of the free energy is still given by the prolongation of the liquid one. The time to go from a minimum to another
is large. The appearence of metastable glassy states in this domains can associate to the supercooled liquid a jammed
state o, (T") obtained by cooling the configuration fast enough. The complexity decreases all along this interval.

At T = Tk, the complexity cancels and the liquid disappers for lower temperature. At this point, the thermody-
namical transition happens and the capacity C, has a jump.

For T' < Tk, the glass is unique and goes to the jammed state pgop < @erystal, call the close packing fraction, at
zero temperature. At dimension 3, pgcp ~ 0.64 and @erystar ~ 0.74. This corresponds to the ideal transition, which
is unobservable in practice due to the speed of the quench which is not slow enough.

1.2.3 The replica method

To compute the entropy of the glass, as done in [MPQ9, [PZ10], we introduce m copies ("replicas") of the original
system with an attractive potential € — 0 between them, to study the auto-induced disorder coming from the many
equilibrium configurations. Historically, the replicas were introduced to calculate the log Z as nlligl()%Zm in the spin
glass problem.

The partition function is written as Z = e =3 eVse with the sum over the state of vibrational entropy sq.
The configurational entropy or complexity of internal entropy s is defined as

NS(p)

(s, ) = % log N (s) (1.2.5)



with N (s) the number of states of entropy s. The partition function becomes Z = [ dseN(s+E) o e N(s"+3(79) with
s* the place of the maximum of S(¢p).
We define thus the replicated partition function as Z,, = 3, eN™% ~ eNS(m:¢:5™) with S(m, ¢, s) = ms + X(s, ¢)

with s*(m, @) = as = (m, p, s). From this we define a Legendre transformation to have only (m, ) as parameter. The

complexity becomeb
%(m, ) = X(s

5 (m,9) = 52 (m. p)

From this we get the phase diagram (m, ), the mir-
ror of the (p,y) diagram, reproduced in figure For
each density ¢ > @rap, we can define a point ms(p) as
the solution of X(m,¢) = 0. On this line, we see that
S(m, p) = MSmaz, then

S(ms(), )

() (1.2.7)

Sgiass(m, 9) = Smaz(p) =
and thus define the ideal glass line. For each density
© > prap, we can also define a point mg(y) which corre-
sponds to the minimum value $,,;,, below which there are
no states. We call m4(¢) the clustering line because above
this line the space of configuration is disconnected in many
clusters corresponding to the glassy states. All these states
are found between this two lines. The jammed states are

*(m, (10)7 50) =

S(m, ) —ms"(m, )

(1.2.6)

¢TAP

%
<0
0

no solution mg

0

¢lh ¢GCP ¢

FIGURE 5 — Phase diagram of glasses in the (m, ¢) space
with the clustering and ideal glass lines (Figure from
[PZ10]).

obtained for m = 0 and the equilibrium states for m = 1.

The m replicas are represented by molecules, described by T = {x1, ..., &, } where x; is a d-dimension vector. The
replicated liquid is characterized by the density p,(z) = (69 (x — x,)) of each replica and by the correlation function

pan(®,y) = Famnt
the replicas, p,(z) = p, the intrareplica correlation becomes g(z — y) = gaa(®,y) = p~>paa(z,y) and the interreplica

correlation becomes §(z —y) = garo(T,y) = p~2pazs(x,y). Due to the translation invariance , the averages over states
become, pq(z) = p(z), 9(x —y) = p 2paal(r,y) and G(x — y) = p~2ps(x)pa(z). If there is no interaction between
replicas, §(z —y) = L.

The replicated Hyper Netted Chain equations are the same than the liquid one for the intrareplica correlation g(r)
and are replaced for the interreplica correlation g(r) by

(6D (2 —24)6@ (y —23)). The replicated pair correlation is ga, = If there is a symmetry between

&(r) = h(r) — log[1 + h(r)] and &(k) = — PR
1+ plh(k) —

(1.2.8)

where the f functions are the interreplica function corresponding to the intrareplica function f and where the f (k)
functions correspond to the Fourier transform of f(r).

2 Derivation of equations for the entropy and the phase diagram

In this section, we will derive the expression of the entropy for the replicated system and from it, deduce the
equations for the complexity and for all quantities of the phase diagram : ¢4, ¢, ©in and pgop.

2.1 The replicated entropy

We want to solve this problem introducing m replicas arranged into point-like molecules, if the cage radius A =
3a5 ((Ta — p)?) is zero, described by & = {1, ..., %, } Where ; is a d-dimension vector.

We start from the expression of the entropy S[p, g] of a molecular liquid in term of single-particle density p(Z), the
correlation of two molecules g(Z, §) and the interaction potential between two molecules v(z,7) = > 1", v(|Jz®* — y°|).
We neglect the 2PI diagrams and therefore consider the so-called HNC approximation. Using the expression of the
entropy of the liquid and the replica method, we have

Tre[ph]"

(_;)" (2.1.1)

n>3

pool = [ dop@logp(@)~11- 5 [ dadip()ols) (o(a,p)logg(@,5) +Bu(@. )~ 1+ 1}+ 5y

where h(z,y) = g(z,7) — 1 and Try[ph]™ = [ dZ;...dZ,p(Z1)M(Z1, T2) p(Z2) (T2, Z3)...p(Tn ) Ty, T1).
This expression is variational and should be minimized with respect to p and g. We assume, for the single-particle
density, the Gaussian form (2.1.2)) and, for the pair correlation factorized form (2.1.3)) where G(7) is an unknown



function and the contribution of the term in parenthesis is small if A is small, because the Gaussian form forces z, to

be close to X. We define also Q(7) as (2.1.4]) assumed to be small, H = G — 1 and C from (2.1.5).

] .- m? 1 o py2 e i
p(x):p/dXH'yA(xan):pWexp o Z(x —2")7, valu) = @rA)iz (2.1.2)
a=1 a<f
9(2,9) = p~*p(x)p ﬁ e Port ) = ﬁ NY™ - G(X —Y) (2.1.3)
a=1 a=1
Q(F) = (/ ATy ()G (F — 1/’“) (2.1.4)
/dduH(r —@)C(@) = H(F) — C(7) (2.1.5)
With these approximations, we can expand at the first order in Q
% /da:«p(az)[log p(7)—1] =1 —log p+ g(m ~1)log(2rA) + g(m ~ 14 logm)
~ [ @@ o@g(a.5) = p [ aFCE) + Q)
(2.1.6)

o / dzdgp(@)p(5)9(®, §)llog 9(@, ) + Bo(®, 7)] = p / dFG() + Q)] - [log G(7) + Bma(7)
o = 3 3 S e - p [ Q@i () - )

n>3 n>3

Collecting all the terms, using the HNC equation ([1.1.23][2.1.7)) and the relation (2.1.8), we obtain a straightforward

optimization over G(r)

log G(7) + Bmu(F) — H() + C(7) =0 (2.1.7)
_1\" dp PN " N N o
=3 ( i) o %/ (;lw’)“ log(1 + pH(R)) — pH(R) + L AR, H(F) = /ddFe””H(F) (2.1.8)

In fact, at the lowest order, the correction G, (A4, ¢) of S[p, g] = S(m, A; T, ¢) as defined in (2.1.10) is not needed
and therefore we simply obtain

T - - T
G(r) = guig(r; —,0), Hk) = hiiq(r; . ¢) (2.1.9)
where g;4 is the correlation function of the normal liquid with potential v at temperature T' = 1/ and packing

fraction .
The result of this procedure for the replicated entropy is the following, where I, () is the modified Bessel function.

S(m7 A7 T7 90) = Sl};IqNC(SO) + Sh’l'f’m (m’ A) + 2d7190Gm(A7 90)
SENC(o) =1~ togp— 2" [ ars ! {guqm L) [lom gl ) + o) — 1] 1}
0
2d-1 a1 T 1. T 5
+ W/ dkk {log( +phz,q(k —,p)) —phz,q(k m’ ) + g(l)hziq(ké E#’)) }
Sharm(m, A) = g( —1)log(2wA) + g( — 1+ logm)
0o B o0 _ m T
Gm, A, ) = d/ drr? d/ drr {QA,m(ﬁ @)™ = griq(r; f,szJ)}
0 0 m
T 1 o T w5 e (TZX)Q ru U U
qam(r, ) = /dU’YA(T*U)glzq( Y ) :/O dugliq(ma,@)m (;) “JirA {6 24 WZI% (ﬂ)}
(2.1.10)
From now on, we will consider hard spheres and thus 7= 0 and Smuv(r)giiq(r; %, ) =0.
2.2 The equation for A
From the equations li we can derive the equation for A from the condition gi = 0, which reads
290 A OGm Zdap
1=2%_ 4 Fum Fon(A,
4 T-m 04 A9 =g Fnlde) (22.1)

dAm e d—1 QQA m

d’f”f’ aA (Tv @)qA,m(Tv SD)M71

Fm(A’SD) =

1-mJ,

For a fixed m, F,,,(A, ¢) presents a maximum which determines the clustering line : if the equations (2.2.1]) do not
have any solution, the packing fraction ¢ corresponds to a liquid state, otherwise it corresponds to a glassy state
Thus, the equation for the clustering line is

d

_ 2y
1= —; max Fn (A, ) (2.2.2)




2.3 The complexity
From the equations (1.2.6) and (2.1.10) we can derive the equation for the complexity as follows

a8 d d _
Zm(A,¢) = 5(m, A, ) = mz—(m, A,¢) = Stg(p) — 5 log(2mA) + 5 (logm — 2) + 27 pH (A, ¢)

2.3.1)

o . 9 - (

Hm(A,so):d/ drr?= gam(r, @)™ — guig(r, ) —m® qafn (1, Q) (1, 0) — M@am(r, )™ 1og ga,m(r, ¢)]
0

The complexity exists only if A is a solution of (2.2.1]). A glassy state exists only if the complexity is positive. We
define the ideal glass line, the highest density at which a glass can be formed at a fixed pression, as the solution of
Thus, the equation for the ideal glass line is

d d _
Ym (A, ) = Suq(p) — 5 log(2mwA) + 5 logm —d +2Y""pH,.(A,¢) =0 (2.3.2)

2.4 The equilibrium equations (¢4,9x)

The equilibrium line is defined by m = 1, as seen in Figure [5] The packing fraction corresponding to the clustering
line is the dynamical packing fraction ¢4 and the one corresponding to the ideal glass line is the Kauzmann packing
fraction ¢ .

From the equations (2.2.1) and (2.2.2) we get the equations for g4

d oo
1= 2y max F1(A, @), Fi(A, o) = —dA/ drrd_l%(r, w)logqa(r,¢) (2.4.1)
d A 0 0A

From the equations (2 and (2 we get the equations for ¢, using the fact that [ drga (7, ¢) = [ dFgiiq(7, @)

d _ o ~
Seq(A,0) = D1(A, ) = Siig () — 5 log(2mA) — d — 2° ldw/ drr®qa(r, ) log ga(r, ) + ga(r, )] = 0
0

.. B lan (2.4.2)
=—dAZF / drr (r;¢) log qa(r,¢)
where the expression of g4 (r, ¢), %(7‘7 ©) and ga(r, @) are
it = [ st (2) T S [ s (2]
b1 [ i (5 5 4% (i1 o -2t (55) -y ()]} 229
qa(r, o) / dugiiq(u, ¢) 1og giiq(u, @) (%) (;:L: {e—;—“ W%Id%z (%)}

2.5 The jamming equations (¢u,pccp)

The jamming line is defined by m = 0. The packing fraction corresponding to the clustering line is the threshold
packing fraction ¢y, and the one corresponding to the ideal glass line is the Glass Close Packing fraction pgcp. When
m vanishes, A behaves as A = ma.

Using Zan;@ezln(z) =1 and giiq(r, @) = 0 for r € [0, 1], we get

1

o a1 (r—w)? lim giiq(r, )™ r>1
lim ga,m(r,¢) = lim dugiiq(u ap)v% (E) ze e e (r—1)2 (2.5.1)
m = , = g1 (= 5.
i i ) Ve | ()t (1) S
. 1
lim guiq (7, @) 7 108 Guiq (7, ) r>1
. L ARy L 12 (2.5.2)
m—0 om )= sl - e o

Tim guiq(1, P loggug(19) (1) T <22 <

. Griq (7, ) r>1
lim qA,7rL(r> @)m = ! (r—1)2 (253)
m0 guig(Liple” 1 <1

We obtain then the equation for Fy(a,¢) from (2.2.1), Ho(a, @) and X,(a, @) from (2.3.1) using the fact that
d
Fo(OQQO) ! QTQO = 13

dA 0 [ =12

. _ m o [t . .
Folayp) = lim oo [ drr™ gam(r,9)™ = gug(r, 9)] :da%/o drr® ™ giig (1, p)e” 3=

(2.5.4)

(r=1)2
4o

d d—1 2 —
=2 g1, —1
Lonto) [ ant =1y



oo 2
o . d—1 m|q m 9qa,m _ ml
Ho(a,p) = = lim =~ d /O drr {qA,m(r, %) {1 tam(rg) om (¥ ~logdam(r ) } Guiq (T @)}

1 2 2 1 2
d—1 — (=1 r—1 d—1 — (=1 d
= dgliq(1790)/0 drré e " Ta [1 4 %] = dguq(17<,0)/0 drr®le” a4 505
(r=1)*

d _ d _ Yooal -
%j(a, @) = Siiq(p) = —5 log(2ma) — d +2*" oHo(a, ¢) = — 5 [log(2ma) + 1] + 2 dipguiq (1, so)/ drr~le” A (2.5.6)
0
From the equations (2.2.1) and (2.2.2) we get then the equation for ¢y

(2.5.5)

2d d ! d—1 2 _ﬂ
1==—=r maxFo( ,0)y Fola, o) = —aug(1,0) [ drr® " (r—1)%e o (2.5.7)
d 4o o
From the equations (2.2.1) and (2.3.2)) we get then the equation for pgcp
_on?
Yi(ay ) = lim Em(ma,cp) = Siiq () — 7[1og 2ra) + 1] 4+ 247 Y doguig (1, / drr™ 20
e o o (2.5.8)
= T o) [an e -t

3 Dimensional behaviour of the phase diagram

In this section, we will start to verify the consistency of the derived equations with previous approaches as the
high-dimensional bahaviour and the small cage expansion done in [PZ10]. We will finish by showing the numerical
solution of these derived equations to get the different densities ¢q4, @K, @in and Yacp-

3.1 Asymptotic behaviour
Here, we will derive the asymptotic behaviour of different densities. Some parts of this calculation and the next

results can be found in [PZ10].

3.1.1 Derivation of g4 (r)

When d — oo, A vanishes as A = d—Az form [PZ10]. Thus, in ga,m,, we need to evaluate the behaviour of I% (d%2)

with z = % a fixed parameter.

=L [T g e g5 () 2,0 L /°° § o5 (+3)
In(z) = 5 /0 dtt e t) = 142;2 (d°z) = 277 dtt” ze (3.1.1)
For d — oo, we can use the saddle-point method such that
2 1 —df (z,t) _ 1 —df (z,t0) _ 1 _ 1 / =
.Id 2 (d°z) = p / dte —727rzf”(z,to)e , fzt) = 3 logt —dz |t + ; and f'(z,t0) =0 (3.1.2)

In this case, we get at the first orders in 1/d,

/ 1)1 1 14+ V1 +4d?2? 1 1
to)==|— —dz )l =0=t= ~lf—— ——

fzt0) = 2[ ( 0)} 0=to= 2z tod: T a2

Flzrto) = > Nogto —d= (to+ L) | ~ —dz 4 2 (3.1.3)
Zlo B ogto Z | lo o z Rd~ 1.

7 o 1 1 2dz 5
f (Z7t0)_ 2(5 ?)N dz +1 87

Thus, the high-dimension behaviour of the modified Bessel function is

i s (d*2) 1 #ags (3.1.4)
d—2 = z A
2 V2rd?z

From this computation, we can now evaluate g, for d — oo, putting giq(r, ¢) = 0(r — 1) (thus ga ,, does not

depend on m anymore) and A =

. a1 —dir—w? A
5 4A A
qa(r) = d/ du (E) 2 ————e dru (3.1.5)
1 r 4 A
Taking the change of variables (used all along this section), t = dr=1) — ¥ and s = d(u_l), we get
: : ( : W= T Va Vi Vs
ds ey Ay &0 ds _g2 \/Z y+ A
ga(t) = ¢ 2 = _—e * =0 |t+— |, qaly)=0© — (3.1.6)
o VT YA T 2 4A

with ©(t) = 1 (1 + erf(t))
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3.1.2 Derivation of Si4(¢)
From the definition of the entropy of the liquid (1.1.29)), we get for giq(1,) =1

@
Siig() =1 —logp — 2d_1/ dg' giig(1,¢") =1 —logp—2"""p (3.1.7)
0
Taking ¢ = d<pandp— £0(4+1),
pd _ (d d.
Stig(@) = 1 log {Wi/zr(§+1)] - 50 (3.1.8)

From the Stirling formula, we get finally

Siig(p) =1 —log(Vrd3@) +

N

e () +1- 4 19

3.1.3 Derivation of densities

Dynamical and threshold packing fractions

Using the expression of g4 and g¢;;4(1,¢) = 1, we get the expressions of F; from (2.4.1) and Fy from (2.5.7)

*dA/ drr?™ 272 rw)loqu(rso fA/ v 0 <y+,i1>10g®<y+{1>
f‘M V4A 4A
oo y7”2
= dy(y—/l)e_( T log® <y+A> V= / dite™" 10g®<t+ f) (3.1.10)
4\/

_ (7‘ 1)
Fo(a, o) = 4 — guig(1 / drr? 7"—1)2 4@

-4 —a+(1+ 2&)\/&@/ dte "
Va

From this, we get the high-dimensional behaviour of ¢4 and ¢y

pa=Spa, lim g7l = max\/é/ dite ™ 1og © (t n \/E) (3.1.11)
2 d— o0 A T J_oo
Dth = ;idgbth, dlim @i = max [—64 + (14 2a)Vrae®0 (—\/5)] (3.1.12)
— 00 «

With a numerical analysis, we get

lim ¢q = 4.8067787,  lim Ag = 0.5766799 (3.1.13)
— 00 — 00
lim ¢ = 6.2581221, lim &y, = 0.3024338 (3.1.14)
d— oo d—o0

Kauzmann and close packing fractions

Using the expression of g4 and S, we can derive the expression of X, from (2.4.2),
d _ i _
Seq(A,0) = Stig () — 5 log(2mA) —d — 2" Mdy / drr™* [qa(r, ) log a(r, ) + guiq(r, ©) 108 guig (1, )]
0

. A A (3.1.15)
1+/_ dye?© (%)1%;9(%) }

Thus the equations for ¢k, in the high-dimensional expansion, are

) and 1= @F (A \f/ dite™" 1og@(t+\f) (3.1.16)

o) y+A
1+ f_oo dyev© (\/7) log © (\/a

At the first order in A, the second equation behaves as <p ~ A=1/2_ S0, with the first equation, we get at the first
order in the dimension ¢ ~ logd and thus, Ag ~ (log d)~2, which is consistent with the first order expansion in A.

=1-—log(Vmd®p) + {logjlgo

log 4 —1+2 [1 - log(\/ﬁ@]

@ =

11



Using the expression of g4 and Si;q, we can derive also the expression of X; from ,

(r—1)2
4o

5 (016) = i) — Fllog(2ma) +11+ 2" dpga(1,9) [ dm~e”
=1—log(Vrd3p) + {logi - {1 — /000 dyeﬂﬁ%} } (3.1.17)
=1—log(Vrd3p) + {logg - [1 — \/RedQ(f\/a)] }

Thus the equations for pgep, in the high-dimensional expansion, are

 logd 44 [1 - 1og(\/7$¢)]
- 1 — VATaedO(—Va)

and 1= @Fy(a) = —a + (14 23)Vrae®® (~va) (3.1.18)

At the first order in &, the second equation behaves as ¢ = \/% ~ a2,

So, with the first equation, we get at the

first order in the dimension ¢gcp = logd and thus, & = R which is consistent with the first order expansion in

K w(log d

Q.

3.2 Small cage expansion

As seen in the previous section, the cage A decreases with the dimension, so in this section, we will derive the
complexities ¥, and ¥, at the first order in V/A to obtain the equation of px and pgep respectively.

3.2.1 Derivation of ¥., and ¢x

Before computing the expansion of ¥, we need to compute the expansion at the first order in VA of ga (r, ) and

%‘i’; (r, ). First, the expansion of Bessel functions is
e "V2rxl,(z) =1+ L + (n+1)° (2n* +2n+3) + O(z%) = ¢ %4 ey (ﬂ) =1+ ! n2A+(’)(A2) (3.2.1)
" 2z 82 A" \24 -

When 7 > 14 O(V/A), we can take the behaviour of the Gaussian as a § function (because gy, is derivable) and
thus, we get at the first order in A,
qa(r, ) = guiq(r, 0) + O(A)
qa(r, ) = —guiq(r; ) 10g guiq (7, ) + O(A)

%Lj(r, ©) = guiq 1, ga)ﬁ {(ﬂ —dA)- (1 Lot 1)2,4) 2. (1 R Sl M icj/?)? A) + O(AQ)} (3.2.2)

r
1
= —5q9ua(r,9) +0O(1)
and when 7 < 1—O(v/A), with the same argument and from g;,,(r, ) = 0, ga(r, ) = 0, (fj(r ) = 0and an L (r,p) =0.

t For |r — 1| < O(v/A), we can take the usual changes of variables t = \/27 and s = m, at the first order in A, we
ge

- 0 _ 14 svVA Ea e= (507
qa(t, o) = \/ﬂ/o dsgiiq(1+ sV'A, ¢) <71 " t\/Z) T 1+ O(A4)]

= giq(1, ) j %6*52 + O(VA) = guig(1,0)0(t) + O(VA)

Talt,0) = —guiqg(1,9)log giig(1,)O(t) + O(VA)

dq _gug(Lp) [* ds o 10 2 L gig(1,9) 1
(’T:(t )= _mﬁ(s —5)e +O(ﬁ)_ NG = te” +O(ﬁ)

with the same kind of calculation for the three computations, but taking the first order of Bessel function into account
for the 2 T4t one.

From the equation over A in 1} we get at the first order in v/A, with ¢ = 2%,

(3.2.3)

1+0(VA)
1= —sﬁdA/ arr®= 2% (1 ) log ga(r, @) = sodv4A/ a9 P) 1~ 1o (g1 (1,0)0(1))
1

,@(\/Z) BA 2f
+oo de +oo
= ¢dvVAguiq(1,¢) / dit—=(8)1og ©(t) = —¢dV/Aguiq(1, ¢) / dtO(t)log O(t) = ¢pdvVAgiie(1,9)Q0  (3.2:4)
1 Foo
=VA=— with Qo = —/ dtO(t) log O(t) = 0.63865692
¢dgiia(1,9)Qo @ —oo (t) log 6(t)
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From this value of A and the equation of ¥, in 1} we get its expression at the first order in v/A,

d 1., 1+O(VA) i1 .
Zea(A,9) = Stiq(p) — 5 log(2mA) —d — S¢d drr®qa(r, @) log qa(r, ) + qa(r, ¢)]
1-0O(VA)

L2 oo (3.2.5)
= Siiq(¢) — dlog(V2rA) —d — ¢d"V A /_ dtgiiq(1, )O(t)[log(guiq (1, ¥)O()) — log guiq(1, ¥)]
= Stiq(p) — dlog(V2mA) — d+ ¢d’V Agiig(1,$)Qo

o B V2T

Yeq () = Siiq(y) — dlog (7@%(1, @)Q()) (3.2.6)

The value of ¢ in this expansion is obtained by solving ¥.,(¢) = 0 with the equation (3.2.6) implicit in ¢ but
with no dependance in A. This result is the same than the one computed in [PZ10].
3.2.2 Derivation of ¥; and ¢gcp

From the equation over « in (2.5.8)), we get at the first order in 1/,

[eS) 2 2
= dguiq(1, \/4(1/ dtt?e™ = Jra= —"— 3.2.7
Pdguiq(1, ¢) ; T 2)P (3.2.7)

1 _ 2 (r—1)2
1 = @dgiiqe(1, 80)/ drr®=?t (r—1) e~ Ao
0 4o

r—1

with the usual change of variables t = = and ¢ = 2%“’.
From this value of o and the equation of ¥; in (2.5.8)), we get its expression at the first order in v/a,

d 1. ! (=12
5i(ar) = Stalp) — Sllog(2m0) + 1]+ £ ¢dgu (1, 0) / drr®le
(3.2.8)
d . > _
— Sug() — dlog(VEra) — § + (L )Va [ dee”

0

2v/2 d
Y(¢) = Siig(p) — dlog (7A)+f 3.2.9
1) = Sial9) E) s (3.2.9)

The value of gcp in this expansion is obtained by solving ¥;(¢) = 0 with the equation (3.2.9) implicit in ¢ but
with no dependance in «. This result is the same than the one computed in [PZI0].
3.3 Computation for finite dimension

The numerical resolution of equations of ¢g4, ¢k, @ and pgop needs the computation of the pair correlation
g1iq(T, ) by an iterative algorithm and needs also some other basic algorithm. After having given this algorithm, I will
show the results for the different densities.

3.3.1 Algorithm for g;,(r,¢)

The equation to get giq(r, ), derived in the section can be reexpressed for the hard-sphere potential. We
define as straightforward function (r) = h(r) — ¢(r). The Hyper Netted Chain equation (1.1.23)) becomes

_ _ _ —1—~(r) r<l1
= ¢ Pr() h(r)=c(r) _ 1 _1p _ — Y(M=Bu(r) _ 1 _ _ v 3.3.1
clr) = P ) — () = ) {ew) S e

the Percus-Yevick equation (|1.1.26)) becomes

c(r) = e PO 4 h(r) — e(r)] = 1 = [h(r) — e(r)] = e P[4 4(r)] =1 —4(r) = {01 —() : i 1 (3.3.2)
and the Ornstein-Zernike equation becomes
A(k) = h(k) — é(k) = % — (k) = % (3.3.3)

Discrete Fourier transformation

To solve these equation iteratively, we need to perform a discrete Fourier transformation in d dimension. The
function ¢ and ~y are radial thus, in this case, we need to perform a Hankel transformation such that (for any radial
function f which can represent ¢ or ),

(2m) %

(2m)* /Owdrr%J%,l(kr>f<r), fr) == / T arkt gy, (k) F(R) (3.3.4)

k2! r

f(k) =

13



To simplify these equations, we can define new functions F(r) = r2 =1 f(r) and F(k) = k21 f(k), we get thus

B(k) = (2m)% / drrdy_ (ktYF(r), F(r) = (2m)" / dkkJ._, (k) E (k) (3.3.5)
0 2 0 2
The orthogonality of Hankel transformations
/ drrdy_, (k) (k'r) = M (3.3.6)

permits to assure the consistency of previous equations. We need now to discretize these equations on a grid of N
elements with r in an interval [0, R;q.] and k in an interval [0, K4, to solve the problem numerically. But, we need
to preserve this orthogonality ! A good way to do this is to cut the intervals in the zeros of the (g — 1)*" order Bessel
function. We call \; the i zero of Jgfl, such that \; # 0. We take thus r; = K)“M and k; = R’\ZM Ryae and Koppon
are thus related as Ryaz * Kinaz = AN-

The equations transform as

N oyt T ) (3.3.7)
2(2w)" 2 Jd 1 \hgle
F(r) = (K KR)y; = 2
(r:) Z:j( R)iiF (), (KR} = =5~ 74 (Foacy)
When N is large, the continuous and the discrete version are equivalent, using the asymptotic expression
e 7 . .d-3 2 2 2 2
J% (x) = - cos(z—(d 1)4) and \; = (i+ 1 )T = J%(Kmazrj) Ko and J% (Rmazkj) TR (3.3.8)
From this, we get the equivalence of formulas
. 7r(27r) 4 Rimnax
F(ki) ~ o Z;TJ (r5) Jd _ 1 (kiry) ~ (2m) ; drrJgfl(kjr)F(r)
(3.3.9)
% 4 [Kmaz .
Pir) ~ T Zk (k) gy (kyrs) ~ (2m) % /O dikJ s, (kri) F (k)
and the consistency property, using z; = \;/An
F(ry) ~ — ka i F( Tl)Jd 1(kn'3)Jd (k) =m Z)\lxj TL)Jd 1(/\13:])Jd L (Nizy)
7! (3.3.10)

NZF(T[)AZ/ diE.TJd _1 (i) Jd i ( ZF 71)04i
l

Algorithm for g;;,

For the Hyper Netted Chain and the Percus-Yevick approximation, the next iterative algorithm is applied to get
Guiq(T)

1. Give some arguments : d, N, R4, and p.
2. Evaluate {\;}, Kpmaz, {ri}, {ki}, (RK) and (K R) and keep them in memory (dependance on d, N, R4, only).
3. Take an initial form of «y : here we use v(r) = 0.
4. Do a recursive sequence to evaluate v and c :
(a) Evaluate ¢ from HNC or PY equation.
(b) Evaluate C(ri) = rf ‘e(rs), C(ky) with (RK) from and &(k:) = k2 C (k).
(c) Evaluate 4 with OZ equation.
(d) Evaluate T'(k;) = kf_l'y(ki), I'(r;) with (KR) from and y(r;) = r;_%I‘(ri).
(e) Guess a new value of v from v(r) = (1 — a)Vo1a(r) + @Vnew(r), for @ small to have a convergence of the
algorithm. A faster method consists to use the DIIS algorithm which takes the value of «y in last n steps.
(f) The iteration stops when |Yoiq — Ynew| < 10710.
5. Return g(r) = ~(r) + ¢(r) + 1 as a linear interpolation of its discretized values, with a precaution at the

discontinuity in r =1 : g(r < 0) = 0 and g(17") is evaluated with the next linear interpolation.

For the Verlet-Weis approximation, the algorithm is applied to find gpy at ¢* and the pair correlation function is

obtained with the equation (|1.1.31]).

For a computer of 3.5 GHz CPU, the initialization step 2. costs about 30 seconds and the converging sequence
needs 10 seconds for N = 3000, and for a C++ code using the GSL library to compute Bessel functions.
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Results in dimension 3

In dimension 3, as in all dimensions, the pair correlation decreases through 6(r—1) for a small density. In the special
case of the third dimension, the value in 1 is bigger for the HNC approximation and smaller for the PY approximation
than for the VW one.

6 , , pair correlation , , o ' ' pair cor(‘elatiqn ' '
—— HNC PY =064 — =04
— VW =06 —— ¢=02
141 0 =05
20+
121
_10f 1}
z 3
ol | 10f
4b
st
2t . ’
/ \af\ ..... — |

FIGURE 6 — Pair correlation for different approximation at FIGURE 7 — Pair correlation in HNC approximation for
d=3for p =0.6 d=3

3.3.2 Algorithm to compute the densities

To compute the different densities, we need three particular algorithms to integrate, to inverse a function and to
compute the maximum of a function with an efficiently way due to the difficulty to evaluate the function.

Integration algorithm

After taking the change of variable of (¢, s), we need just to integrate a Gaussian function centered in zero multiplied
by a constant sign function which evolves slowly. We can thus integrate, starting from the center of the integral until
that the value of the function becomes negligeable (less than 10710 of the value of the integral). The integral of a

function f between a and b is calculated by discretizing the interval into /N subinterval of constant size dz = Z’_T“. The
trapeze method gives

/abda:f(x) = f(;)—l—ljz:f(a—kﬁdm)—k f(;’) + O(dz?) (3.3.11)
The Simpson method, more precise, gives for an even N
/ dof(z) = 19 1 2 Nfl Fla+ 2i+1)-do)+ 2 Nfl Fla+2i-do)+ I8 4 o@?) (3.3.12)
5 73 & 3 3

Inversion algorithm

To calculate the inverse of a function f at «, i.e. find x such that f(x) = «, we compute the bissection algorithm
in g(z) = f(x) — a = 0. For n evalutation of f, the gain of precision € of the solution is 21 =" starting from an interval
[a,b]. We have thus n =1 — log, €. The bissection agorithm is given by :

1. Evaluate and keep in memory g(a) and g(b).
2. If g(a) - g(b) < 0 and while 22=2 < ¢ do

(a) Evaluate and keep in memory g(c = “£2).
(b) If g(a) - g(c) < 0 then {b:= c and g(b) := g(c)} else {a := c and g(a) := g(c)}.
3. Return ‘%rb.

Maximum algorithm

To calculate the unique maximum of a function f between a and b, the most efficient algorithm gives a precision
€~ 3" <= n=2+log,e with n the number of evalutation of f. The algorithm used is

1. Evaluate and keep in memory f(a) and f(b).
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2. Evaluate and keep in memory f(c = Q‘IT'H’) and f(d =

20-9) ¢ do

3. While 2

(a) If f(¢) > f(d) then {b:=d, f(b) := f(d), m:=cand f(m):

a—ga).

fe)}

else {a :=¢, f(a) := f(c), m:=d and f(m) := f(d)}.

(b) Take the biggest interval between [a, m] and [m, b] and cut this one in the middle in the new point n.

(c) Evaluate and keep in memory f(n).

(d) Change by pair the name of m and n and the function values into ¢ and d such that ¢ < d.

4. Return w.

3.3.3 Numerical results for densities

Our approach permits us to get ¢q, Y, @i and pgeop at all dimension. We recover the asymptotic limit at
d — oo where the theory is exact. The comparisons with the experimental results and simulations, which can be
found in [CIPZ11], are correct. Here, we will find these results for Hyper Netted Chain (HNC), Percus-Yevick (PY)
and Verlet-Weis (VW) approximations of the liquid pair correlation and entropy. We will present also the results in
a modified Verlet-Weis approximation (VWfit), where we use the fitted Ay coefficients from for the hard

sphere phase diagram until dimension 12.

Results for the equilibrium line

dynamical and Kauzmann densities

—— HNC —=— VWfit |

PY
—— VW

40

- d—oo

5

10 20 30

d

0 60

FIGURE 8 — Dimensional behaviour of dynamical (p4) and
Kauzmann () densities for different approximations. In
dashed line, the high dimension result.

For all approximations, the scaled dynamical packing
fraction ¢4 converges through the high dimensional value
4.8067787 (Fig. 7 as the scaled dynamical cage A4 which
converges through 0.5766799 (Fig. E[)

For the HNC approximation, the Kauzmann packing
fraction @y does not exists at dimension lower than 12.
This comes from the fact that the complexity at the dy-
namical packing fraction is already negative. The same
effect occurs for the VW approximation for a dimension
between 14 and 20 included (Fig. . In these cases, we
can consider that ¢4 = . Despite this effect, the value
of the scaled Kauzmann packing fraction ¢ converges to
the same value for all approximations which seems to con-
tinue to increase, the behaviour that the high-dimensional
behaviour suggests (Fig. . The same kind of convergence
is also seen for the Kauzmann scaled cage Ay, (Fig. @j

The problem of continuity of the complexity at some
dimension in the figure [I0] comes from the evaluation of
Bessel functions for a large arguments, i.e. in our case for
A < 107* — 107°. This problem only occurs in the @g
derivation and should be solved to get better values. This
also brings the jumps in the figure [0
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A at dynamical and Kauzmann densities
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FIGURE 9 — Dimensional behaviour of A at the dynamical
(¢q) and Kauzmann (py) densities for different approxi-
mations. In dashed line, the high dimension result.

complexity at the equilibrium
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FI1GURE 10 — The complexity at the equilibrium versus the
scaled packing fraction for different dimensions.



Results for the jamming line

_threshold and close packing densities a at threshold and close packing densities

10
10.05

10.04

s
{0.03 §
B
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10.01

—— HNC —=— VWfit || —— HNC —=— VWfit

—e— PY ---d—>ox —e— PY ---d—ox
: — VW — VW
1 10 20 30 10 50 60 0.20 10 20 30 10 50 6000
d
FIGURE 11 — Dimensional behaviour of threshold (¢:;) FIGURE 12 — Dimensional behaviour of & at the thresh-

old (¢4) and close packing (¢acp) densities for different
approximations. In dashed line, the high dimension result.

and close packing (pccp) densities for different approxi-
mations. In dashed line, the high dimension result.

For all approximations, the scaled threshold packing fraction ¢, converges through the high dimensional value
6.2581221 (Fig. [11), as the scaled threshold cage &), which converges through 0.3024338 (Fig. [12).

At the contrary of equilibrium line, the complexity at the jamming is always positive at the threshold value for
all approximations (Fig. . Thus the scaled close packing fraction ¢gop always exists. For all approximation, the
values converges to a same one. The increasing behaviour follows the high dimensional result as well as for pgcop (Fig.

than for agep (Fig. .

The VW results, the small cage behaviour and the asymptotic behaviour are shown for bigger dimension in the

figure [I3]

complexity at the jamming
)

1 threshold and close packing densities

— VW

---d— oo

small cage

150 200 250

d

0 50 100 300

FIGURE 14 — The complexity at the jamming versus the
scaled packing fraction for different dimensions.

FIGURE 13 — Threshold (¢¢,) and close packing (¢ccop)
densities for many approximations until d = 300.

Summary of results for d =3

In this section, I will summarize the most important result of our approch : we can get a good result for the phase
transition points in dimension 3. In the next table, we can found the results for all approximations, the small cage
expansion, already done in [PZ10] and the results of simulation done in [CIPZ11]. Let me remind that the Kauzmann
packing fraction does not exist for the HNC approximation, because the complexity at the dynamical packing fraction
is negative... The behaviour of the complexity is given in the figure [L5| for the equilibrium and in the figure [16] for the
jamming.

Approximations/densities ©d 0K Oth wacp
HNC 0.559609 - 0.412506 | 0.632244
PY 0.521587 | 0.624414 | 0.467388 | 0.705571
VW=V Wiit 0.536662 | 0.616089 | 0.446276 | 0.682338
Small Cage (CS) - 0.617616 ] 0.683657
CIPZ11 0.571 - 0.651 -
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complexity at the equilibrium for d =3 complexity at the jamming for d = 3

4.0
ol ) — o
. PY
3.5F 1
1.2 1
3.0
1.0
2.5F
0.8 1
i Ly 2.0r
0.6
1.5
0.4F
1.0p
0.2
0.5
0.0
0.0
0.52 0.54 0.56 0.58 0.60 0.62 0.40 0.45 0.50 0.55 0.60 0.65 0.70

<

FIGURE 15 — The complexity at the equilibrium versus the FIGURE 16 — The complexity at the jamming versus the
packing fraction at dimension 3. packing fraction at dimension 3.

4 The non-ergodicity factor

We define the non-ergodicity factor, as for the liquids,

S(k, t)

fk) = Jim 0) (4.0.13)

where S(q) = (3 p(q)p(—q)) the static structure factor and S(q,t) = (3-p(q,t)p(—¢,0)) the dynamic structure factor.
From this definition and the replica method, we get

Jim S(q, 1) = %Pu(Q)Pa(—Q) = ph(q) = /dre_"‘"pab(r)

) | (4.0.14)
pab(@,y) = (0@ = 2a)3(y = ya)) = 7pa(@)ps(y)
From the Gaussian form of density function (2.1.2)) and the form of the correlation (2.1.3)), rewritten as
N 1
pav(Z,7) = p(2)p(H) | [ griq(|za — val)™ (4.0.15)
a=1

we can derive the expression of pia(xz — y) which decomposes into two parts : 1 and 2 belong to the same replica
(intrareplica interaction) or they belong to different replicas (interreplica interaction). So, we get

1
pr2(x —y) = N /dxg...d:nmdgjp<1)(x,y,x3, ...,mm)p(l)(gj) + /dxg...dxmdyldyg...dymp(2>(m,mg, s TS YL Yy Y3y eeey Ym)

= p/xg...dxm/dX H va(ze — X) + p2 /dxz...dxmdyldyg...dym/dXdY H['yA(xa — X)vA(Wa — V) giig(xa — ya)ﬁ]
a=1

a=1
= / dXya(z — X)ya(y — X) + p° / dXdY deadyiya(z — X)va(y — Ygiig(e — y1) ™

1 —
Ya(za — X)yaly = Y)guig(z2 — y) ™ qa(X — V)™

(4.0.16)
We can write this equation, for m = 1, in a diagrammatic expression as
r 4 X va oz
@
pro(x —y) = pr2a(® —y) + p° g (4.0.17)
)
oAy A Yy
From the Feynman rules, we get in the momentum space
R A2 dk1  dk2 . . N . N e
p12(q) = pe” A9 + p2/ (%;d ﬁm(lﬁ)m(q — k1)Aa(q — k2)Griq(k1)uiq(k2)da ' (g — k1 — k) (4.0.18)

where 44 (k) = e=A*/2, 1" the Fourier transform of 1/g4 and griq(k) = huig(k) + (27)%5 (k).
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From this we get the expression for fL(q)

h(q) = 2/312() (2m)"8(q)

1 _ dk dk _ _ _
— Aq® +/ 1 2 Ak (k1— Q) Aka(k2—a) Aq? gzzq(k1)gzlq(k2)q,4 (q—k1—k2)—(2ﬂ')d§(q)

p
k " (4.0.19)
— 1 — 2 — —q) 7 A
—e Agq? [ + ( ) Ak (k1— q)hlzq(kl)/(2ﬂ_)d€ Akg (k2 q)hliq(kQ)qu(q—kl_kQ)
dk —9); e e
+2/ 2n)i¢ AR q)huq(k)qu(qkaqu(q)*(27T)d5(q)}
The non-ergodicity factor expression is thus
~ 2
ph e—Ad |: / dk1  _an (k1—q)3 dka  _ Ak (k2—q)3 1
= _=——_|1 PO R (k — 22U b (K —ki—k
TO= 50 = T ont ['77) o wa) | Gomya® ) Ty
dk  _ak(k-g); A1
+2 [ e D (B3 — F) + Qala)
where Qa(e) = i3 () - (2)"(q) = [ ar T =L (4.0.21)
qa(r)

The g4 function is a positive function which converges through 1, which gives us the possibility of the convergence
of the integral, and it is bigger than its value at 0

qa(0) = H%m /000 drgiig(VAAr)rd/?~1e (4.0.22)

which creates some numerical problems if A is too small, g4(0) is null and thus, we cannot compute Q 4 (7).

Conclusion

In the approach we developped, we can derive the phase diagram of the glass transition in whatever dimension,
using a perturbation around the infinite dimension solution. This work is coherent with the previous results developed
at infinite dimension, in the small cage expansion and with the simulations results. We have still some possible
improvement in our results : we should find a better generalization of the Verlet-Weis (VW) approximation in an
arbitrary dimension, using the techniques which are used in the dimension 3 and a better Bessel function algorithm
should be realized to have good results for the Kauzmann transition. Moreover, the simulation of the non-ergodicity
factor should be realized.
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